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Abstract In this paper we present experimental results to show deep view on how self-
adaptive mechanism works in differential evolution algorithm. The resultsof
the self-adaptive differential evolution algorithm were evaluated on the set of 24
benchmark functions provided for the CEC2006 special session on constrained
real parameter optimization. In this paper we especially focus on how the control
parameters are being changed during the evolutionary process.
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1. Introduction

Differential Evolution (DE) [8, 9, 10, 13, 14, 15, 16] has been shownto be
a powerful evolutionary algorithm for global optimization in many real prob-
lems [11, 12]. Although the DE algorithm has been shown to be a simple yet
powerful evolutionary algorithm for optimizing continuous functions, users are
still faced with the problem of preliminary testing and hand-tuning of the evo-
lutionary parameters prior to commencing the actual optimization process [16].

Different problems usually require different setting for the control parame-
ters. Self-adaptation allows an evolution strategy to adapt itself to any general
class of problems by reconfiguring itself accordingly, and to do this without
any user interaction [1, 2, 6]. Based on the experiment in [4], the necessity
of changing control parameters during the optimization process is also con-
firmed. In literature, self-adaptation is usually applied to theF andCR control
parameters [3, 4].

In our previous paper [5] the performance of the self-adaptive differential
evolution algorithm was evaluated on the set of 24 benchmark functions pro-
vided for the CEC2006 special session on constrained real parameter optimiza-
tion [7]. The method in [5] extended individuals that have not only decision
variables but also control parametersF andCR, whereF is a scaling factor
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andCR is a crossover rate. These parameters are changed/optimized by DE,
too. The authors utilized the lexicographic ordering, in which the constraint
violation precedes the objective function, to solve constrained problems.

In this paper we investigate how these parameters adapt during search for
some of the test functions (i.e. some typical runs). Do they really change much
and how?

The main focus in this paper is related with our previous paper [5] where the
performance of the self-adaptive differential evolution algorithm was evaluated
on the set of 24 benchmark functions [7]. In [5] results are presented, how
efficient our self-adaptive DE algorithm is on constraint-base optimization.In
this paper we focus only on a self-adapting control parameters. We wantto
answer, how the control parameter are being changed during the evolutionary
process.

2. Background

In this section we give overview of previous works, which gives the basis
of this paper. The original differential evolution (DE) algorithm is briefly pre-
sented. Then the self-adaptive mechanism used in our DE algorithm is outlined.

2.1 The Differential Evolution Algorithm

DE creates new candidate solutions by combining the parent individual and
several other individuals of the same population. A candidate replaces theparent
only if it has better fitness value. DE has three parameters: amplification factor
of the difference vector,F , crossover control parameter,CR, and population
size,NP .

The population of the original DE algorithm [13, 14, 15] containsNP D-
dimensional vectors:

~xi,G = {xi,1,G, xi,2,G, . . . , xi,D,G}, i = 1, 2, . . . , NP.

G denotes the generation. During one generation for each vector, DE employs
the mutation and crossover operations to produce a trial vector:

~ui,G = {ui,1,G, ui,2,G, . . . , ui,D,G}, i = 1, 2, . . . , NP.

Then a selection operation is used to choose vectors for the next generation
(G + 1).

The initial population is selected randomly in a uniform manner between the
lower (xj,low) and upper (xj,upp) bounds defined for each variablexj . These
bounds are specified by the user according to the nature of the problem. After
initialization, DE performs several vector transforms (operations) in a process
called evolution.
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2.2 Mutation Operation

Mutation for each population vector creates a mutant vector:

~xi,G ⇒ ~vi,G = {vi,1,G, vi,2,G, . . . , vi,D,G}, i = 1, 2, . . . , NP.

Mutant vector can be created by using one of the mutation strategies. Thereare
many original DE strategies. The strategies used in this paper are:

‘rand/1’: ~vi,G = ~xr1,G + F · (~xr2,G − ~xr3,G),

‘current to best/1’:
~vi,G = ~xi,G + F · (~xbest,G − ~xi,G) + F · (~xr1,G − ~xr2,G),

‘rand/2’:
~vi,G = ~xr1,G + F · (~xr2,G − ~xr3,G) + F · (~xr4,G − ~xr5,G),

where the indexesr1, r2, r3, r4, r5 represent the random and mutually different
integers generated within range[1, NP ] and also different from indexi. F is a
mutation scale factor within the range[0, 2], usually less than1. ~xbest,G is the
best vector in generationG.

2.3 Crossover Operation

After mutation, a ‘binary’ crossover operation forms the final trial vector,
according to thei-th population vector and its corresponding mutant vector.

ui,j,G =

{
vi,j,G if rand(0, 1) ≤ CR or j = jrand,

xi,j,G otherwise

i = 1, 2, . . . , NP and j = 1, 2, . . . , D.

CR is a crossover parameter or factor within the range[0, 1) and presents the
probability of creating parameters for trial vector from a mutant vector. Index
jrand is a randomly chosen integer within the range[1, NP ]. It is responsible
for the trial vector containing at least one parameter from the mutant vector.

2.4 Selection Operation

The selection operation selects according to the fitness value of the popu-
lation vector and its corresponding trial vector, which vector will surviveto
be a member of the next generation. For example, if we have a minimization
problem, we will use the following selection rule:

~xi,G+1 =

{
~ui,G if f(~ui,G) < f(~xi,G),

~xi,G otherwise.
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2.5 The Self-Adaptive Differential Evolution Algorithm

In [4] a self-adaptive control mechanism was used to change the control
parametersF andCR during the run.
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Figure 1. Self-adapting: encoding aspect of three DE strategies.

Figure 1 shows a solution how the control parameters of three original DE’s
strategies are encoded in each individual. Each strategy uses its own control
parameters. The solution to apply even more strategies into our algorithm is
straight-forward. New control parametersF k

i,G+1 andCRk
i,G+1, k = 1, 2, 3,

were calculated as follows:

F k
i,G+1 =

{
Fl + rand1 ∗ Fu if rand2 < τ1,

Fi,G otherwise,

CRk
i,G+1 =

{
rand3 if rand4 < τ2,

CRi,G otherwise.

and they produce control parametersF and CR in a new parent vector.k
represents selected DE strategy. When a new parent vector is calculated, only
one strategy is active. In each iteration one strategy is chosen to be active.
randj , j ∈ {1, 2, 3, 4}are uniform random values within the range[0, 1]. τ1 and
τ2 represent probabilities to adjust control parametersF andCR, respectively.
τ1, τ2, Fl, Fu were taken fixed values0.1, 0.1, 0.1, 0.9, respectively. The newF
takes a value from[0.1, 1.0], and the newCR from [0, 1] in a random manner.
Fi,G+1 andCRi,G+1 are obtained before the mutation is performed. So they
influence the mutation, crossover and selection operations of the new vector
~xi,G+1.

In experiments in [5], the proposed jDE-2 algorithm uses the following three
strategies ‘rand/1/bin’, ‘current to best/1/bin’, and ‘rand2/bin’. The first pair of
self-adaptive control parametersF andCR belongs to the ‘rand/1/bin’ strategy
and the second pair belongs to ‘current to best/1/bin’ strategy, etc. The popu-
lation sizeNP was set to 200. The maximal number of function evaluations
(FES) is 500,000 for all benchmark functions.
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The algorithm distinguishes between feasible and infeasible individuals: any
feasible solution is better than any infeasible one.

The jDE-2 algorithm was tested on 24 CEC2006 special session benchmark
functions. For 22 functions the jDE-2 algorithm has successfully found feasible
solution. Forg20 andg22 functions no feasible solution has been found.

3. Experimental Results

In this section we present results of experiments, which were made in order
to find an answer, how the control parameters are adapted during evolutionary
process.

In self-adaptive DE,F andCR values are being changed during evolutionary
process. If we want to look into evolutionary process, we should look atfitness
values.

In Figures 2–4F andCR values of the active strategy are depicted for the
selected set of functionsg01, g02, g05, g07, g10, g14, g15, g16, g17, g18, g19,
g20. A dot is plotted only when the best fitness value in generation is improved.

The values of control parameterF andCR for functiong01 are quite equally
distributed,F takes value from the[0.1, 1] andCR from the[0, 1].

For functiong02 the values of control parameterF are in most cases less or
equal0.5 in the first 200,000 evaluations. After thatF values are predominantly
greater than0.5. The values of control parameterCR are near 1 mostly.

Sometimes algorithm solves test problem before reaching the maximal num-
ber of FES, therefore some graphs (e.g., functionsg01, g10, etc.) have not dots
for all FES.

It can be seen that the graphs differ from each other to a great extend. It is
difficult to obtain (general) one set of control parameter values, which will fit
the best for all benchmark problems.

In the additional experiment, we run our algorithm without self-adaptation.
The values of control parameters wereF = 0.5 andCR = 0.9, and they were
fixed during evolutionary process.

The algorithm with self-adaptation performs 11 % better than algorithm with
fixed control parameters. The detailed performance results of our self-adaptive
algorithm are in [5].

4. Conclusions

This paper shows that the DE control parametersF andCRchanged (adapted)
their values during evolutionary process. For selected CEC2006 benchmark
functions the graphs ofF and CR values during the evolution process are
presented in the paper.

The experimental results confirm the hypothesis that the best setting for
control parameters is problem dependent.
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Figure 2. F andCR values for functionsg01, g02, g05, andg07.
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Figure 3. F andCR values for functionsg10, g14, g15, andg16.
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Figure 4. F andCR values for functionsg17, g18, g19, andg20.
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In this paper we used three DE strategies. The analysis how the control
parameters are changed in particularly DE strategy is a challenge for the future
work.
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